Testing a conceptual locus for the inconsistent object change detection advantage in real-world scenes
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Changes to objects that are inconsistent with the scene in which they appear are detected more accurately than changes to consistent objects. In three experiments, we tested whether this inconsistent object advantage derives from the differential retention of conceptual codes generated from a brief view of a real-world scene in accordance with a conceptual short-term memory (CSTM) hypothesis. A scene was presented for 250 msec, followed by a brief mask and a test scene in which a target object was either changed or not changed. In Experiment 1, changes that altered conceptual content (object deletion) were contrasted with visual changes (left–right orientation changes). In Experiment 2, the duration of the mask was manipulated to vary the amount of time available for conceptual consolidation of the initial scene. In Experiment 3, the type of mask was manipulated: Either a meaningless pattern mask or a meaningful, and thus conceptually disruptive, scene was shown. The inconsistent object advantage was obtained in each experiment, yet in none was it modulated in the direction predicted by the CSTM hypothesis. Instead, the inconsistent object advantage is likely to be caused by contextual influence on memory for visual object representations.

To what extent does the scene in which an object appears influence perception of and memory for that object? In the perceptual domain, it was long thought that scene context directly supports the identification of local objects that are consistent with (i.e., likely to be found in) the scene, either by facilitating the construction of perceptual descriptions of consistent objects (e.g., Biederman, Mezzanotte, & Rabinowitz, 1982; Boyce, Pollatsek, & Rayner, 1989) or by lowering the criterion for determining a match between the long-term memory representations of consistent object types and current perceptual information (e.g., Friedman, 1979; Palmer, 1975). The strongest evidence for contextual facilitation of object perception came from experiments by Biederman et al. (1982) in which participants were asked to detect the presence of an object in a briefly presented scene. Biederman et al. found greater detection sensitivity when the target object was consistent with the scene (such as a fire hydrant in a street scene) than when it was inconsistent (such as a fire hydrant in a diner scene). However, Hollingworth and Henderson (1998, 1999; for a review, see Henderson & Hollingworth, 1999) demonstrated that the apparent advantage for consistent object detection does not result from perceptual facilitation of consistent objects but, rather, from guessing strategies based on knowledge of typical scene content. When response bias was eliminated from the Biederman et al. paradigm, no facilitating effect of consistent scene context was observed. In fact, we observed an advantage for the detection of inconsistent objects, an inconsistent object advantage.

Empirical work in the study of scene context effects on long-term object memory has progressed similarly. In an early study by Brewer and Treyens (1981), participants were seated in a mock office with a number of consistent and some inconsistent objects for 35 sec. On a subsequent verbal free-recall test, probability of recall was positively correlated with independent ratings of object consistency with the office scene. Brewer and Treyens concluded that general knowledge of the composition of offices (i.e., an office schema) supported the retention of object information consistent with expectations. However, further work demonstrated that this advantage was likely due to guessing based on knowledge of typical scene content rather than on facilitated retention of consistent objects. Pedzek,
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Whetstone, Reynolds, Askari, and Dougherty (1989) replicated the Brewer and Treyens study but under conditions that eliminated contextually guided guessing. With this corrected design, they observed a robust advantage for the recall of inconsistent objects over consistent objects. In addition, Pedzek et al. employed a token change detection manipulation to test memory for specific visual feature information. A subset of objects in the test room was replaced by different objects from the same category (e.g., a phone was replaced by a different example of a phone). Again, change detection sensitivity was significantly higher for inconsistent objects than for consistent objects. Similar inconsistent object advantages have been observed in long-term memory paradigms using depicted, as opposed to actual, scenes (Friedman, 1979; Goodman, 1980; Hock, Romanski, Gale, & Williams, 1978). Thus, both studies of perceptual detection and studies of long-term object memory demonstrate that inconsistent objects are preferentially represented from natural scenes.

Perhaps there is a single explanation that accounts for the inconsistent object advantage both in perceptual detection studies and in long-term memory studies. In the object detection studies of Hollingworth and Henderson (1998, 1999), the inconsistent object advantage was observed only when task performance depended on memory for the scene. In one version of the object detection paradigm, a target object label was displayed, followed by a briefly presented scene (250 msec or less) and a pattern mask. Participants could detect an object and prepare a response without holding scene information in memory, and no detection difference for consistent versus inconsistent objects was observed. In a second version of the object detection paradigm, the target label (or target alternatives in a forced-choice design) was presented after the scene. This method required participants to maintain object information in memory, because the target was not specified until after the scene was removed. It was in this version of the paradigm that we observed an inconsistent object advantage. Thus, a plausible explanation for our inconsistent object detection advantage, in keeping with evidence from long-term memory studies, is that scene context influenced memory for objects in the initial scene. If this is the case, given the timing of the object detection studies, contextual influences must have been operating on short-term object memory.

To test more directly whether scene context influences short-term memory for object information in scenes, Hollingworth and Henderson (2000) employed a change detection paradigm in which a target object either was mirror reversed or remained the same across two images of a scene. The initial scene image was presented for 250 msec, followed by an 80-msec pattern mask, followed by a test scene. To detect a change, participants must have retained in memory visually specific object information from the first scene. In accordance with the object detection studies, changes to inconsistent objects were detected more accurately than changes to consistent objects. Further evidence of an inconsistent object change detection advantage comes from Hollingworth, Williams, and Henderson (2001), in which a target object was changed during the saccadic eye movement away from that object after it had been fixated for the first time. Token changes were detected more accurately for inconsistent than for consistent target objects. In summary, the inconsistent object advantage is a robust phenomenon that has been observed across a variety of experimental paradigms. Although knowledge of typical scene composition does not appear to interact with the initial perceptual identification of an object, it does appear to influence memory for the contents of a scene, in both long-term and short-term memory paradigms.

In the present study, we investigated the type of memory representation responsible for producing the inconsistent object change detection advantage. We contrasted two hypotheses. The first, a visual short-term memory (VSTM) hypothesis, states that knowledge of typical scene composition influences short-term memory for visual object representations. The second, a conceptual short-term memory (CSTM) hypothesis, states that knowledge of typical scene composition influences short-term memory for conceptual representations. The VSTM hypothesis must be considered the default explanation, because the inconsistent object advantage is found in paradigms requiring visual judgments, such as token or orientation change detection. However, conceptual-level explanations have been successful in accounting for phenomena that appear to be perceptual at first blush, such as the attentional blink (Chun & Potter, 1995). The inconsistent object advantage reflects the influence of generalized knowledge of typical scene composition on some form of brief memory, and thus it is an attractive candidate for a conceptual-level explanation.

According to Potter (1976, 1993, 1999), CSTM constitutes the brief retention of conceptual codes in the service of producing structured representations of complex stimuli, such as visual scenes. In this view, CSTM comprises three principal operations: (1) the brief retention of conceptual codes derived from object and scene identification, (2) the retrieval of structured conceptual information from long-term memory, such as a scene schema specifying typical objects found in a scene of that type (see Friedman, 1979; Mandler & Johnson, 1976), and (3) the integration of current conceptual codes within this structured representation. Potter has provided evidence that conceptual codes are activated very quickly from visual scenes, yet are highly prone to interference from subsequent conceptual information unless there is enough time to structure these codes and stabilize them—a process termed conceptual consolidation (Potter, 1976).

Under the CSTM hypothesis, the presentation of the initial scene leads to the identification of the scene and some of the constituent objects. Conceptual codes generated from object and scene identification are maintained briefly, and the appropriate scene schema is retrieved from memory. During the process of integrating conceptual codes derived from visual identification within the schema, conceptual codes that are inconsistent with scene context
(i.e., absent from the schema) are preferentially retained, perhaps because the conceptual codes for consistent objects are more likely to be replaced by default values in the schema (Friedman, 1979). Thus, conceptual information from identification of inconsistent targets would more often be available for comparison with the test scene, leading to the inconsistent object advantage. One obstacle for this hypothesis is to provide an explanation for consistency effects on the detection of changes to the visual form of target objects (such as left–right orientation change). However, one need only assume that successful conceptual retention provides an effective retrieval cue for visual representations encoded from the initial scene. Differences in the availability of visual representations would result from differences in conceptual retention.

In the present study, a single change paradigm was employed, in which an initial scene was presented for 250 msec, followed by a mask, followed by a test scene (as in Hollingworth & Henderson, 2000, Experiments 2 and 3). The CSTM hypothesis generates three predictions that were tested in three experiments. First, if the inconsistent object advantage derives from differential retention of conceptual codes, scene changes that alter conceptual information (such as target deletion) should produce a larger inconsistent object advantage than scene changes that do not significantly alter conceptual information (such as left–right orientation change). This prediction was tested in Experiment 1. Second, because the consolidation of conceptual codes depends critically on stimulus duration (Potter, 1976), a larger inconsistent object advantage should be observed when more time is available for consolidation, a prediction tested in Experiment 2. Finally, because conceptual codes generated from a brief view of a scene are highly susceptible to interference from subsequent conceptual information (Potter, 1976), the inconsistent object advantage should be reduced or eliminated if a conceptually meaningful distractor scene (a conceptual mask) is presented between the initial and test scenes. This prediction was tested in Experiment 3.

EXPERIMENT 1

In Experiment 1, we compared detection of two types of change to target objects within line drawings of scenes: deletion and left–right orientation change. Deletions alter the semantic content of the scene and could be detected by the retention of a conceptual identity code for the target object. Left–right orientation changes do not significantly alter the semantic content of the scene and could not be detected solely by the retention of an identity code for the target object. The CSTM hypothesis predicts that the inconsistent object advantage should be larger in the deletion condition than in the orientation change condition. Deletion could be detected directly by the retention of a conceptual identity code and, thus, should produce a large inconsistent object advantage if that advantage derives from differential conceptual retention. In contrast, orientation change detection performance—a visual task—could show an effect of differential conceptual retention only indirectly, and therefore should produce a less robust inconsistent object advantage under the CSTM hypothesis. If a reverse pattern of results (i.e., a larger inconsistent object advantage for orientation changes than for deletions) was obtained, this would provide evidence against the CSTM hypothesis and in favor of the VSTM hypothesis.

Method

Participants. Twenty-four Michigan State University undergraduate students participated. All the participants reported normal or corrected-to-normal vision, were naive with respect to the purposes of the research, and received partial credit in introductory psychology for their participation.

Apparatus. The stimuli were displayed on a NEC XE15 (Multisync) monitor operating at 100 Hz. The participants used a button box to start each trial and to record their “same”/“changed” decisions. Stimulus presentation and response collection were controlled by a 486-66 microcomputer. The microcomputer was also interfaced with the button box.

Stimuli. The stimuli were the same as those used in Hollingworth and Henderson (2000). Line drawings of 20 scenes and 20 target objects were generated from photographs of natural scenes. Fourteen scenes were modified from those used by van Diepen and De Graef (1994), and the other 6 scenes were generated from photographs taken in the East Lansing, Michigan area. In both cases, the main contours of the scenes were traced using computer graphics software to create gray-scale line drawings. The images generated from the two sources were not distinguishable. Target objects were created independently of the scene stimuli by digital tracing of scanned images. One object was chosen as consistent with each scene, the 20 scenes were paired, and the inconsistent target conditions were created by swapping objects across paired scenes, thus controlling for visual differences between scene items. Paired target objects appeared in the same position in each scene, which did not coincide with the experimenter-determined initial fixation position. An earlier norming study using a similar set of stimuli demonstrated that consistent objects were indeed considered likely to appear in the scene and inconsistent objects were considered unlikely to appear in the scene (Henderson, Weeks, & Hollingworth, 1999). Figure 1 presents a sample scene and illustrates the consistency manipulation.

For each scene in both the consistent and inconsistent conditions, target objects were manipulated in one of two ways to create the object-change conditions. For the deletion condition, the target object was removed from the scene. For the orientation change condition, the target object was mirror reflected about its vertical axis. Finally, in the same condition, the target object was not manipulated. The scenes subtended a visual angle of 23° (width) × 15° (height) at a viewing distance of 64 cm. Target objects subtended an average of 2.75°, measuring the largest extent of each object. All images were displayed as gray-scale contours on a white background at a resolution of 800 × 600 pixels by 16 levels of gray. The pattern mask that was presented between the initial scene and the test scene consisted of overlapping line segments, curves, and angles. The mask was slightly larger than the scenes, and the scenes were completely obliterated when presented simultaneously with the mask.

Procedure. The participants were tested individually. The experimenter explained that the task was to determine whether any object changed between successive presentations of a scene. The experimenter also described the nature of the possible changes. The participants were then seated in front of the computer monitor, with one hand resting on each button of the button box. Viewing distance was maintained by a forehead rest.

During each trial, the participants saw a fixation cross and a prompt instructing them to press a pacing button to begin the trial. Once a participant pressed the button, the fixation cross remained on the
screen for an additional 500 msec. The initial scene was then presented for 250 msec, followed by the pattern mask for 400 msec, followed by the test scene. The test scene remained visible until response. The participants were instructed to press a button labeled “yes” if they detected a change and “no” if no change was evident. Figure 2 illustrates the sequence of events in a trial. The duration of the pattern mask appearing between initial and test scenes was set at 400 msec to allow sufficient time for conceptual consolidation (Porter, 1976).

A practice block of 16 trials was initially presented (two scene items appeared in each of the eight conditions). The two scenes used in the practice block were not used in the experimental trials. The participants then completed an experimental session of 160 trials produced by a within-participants factorial combination of 2 consistency conditions × 4 change conditions (left–right orientation change, deletion, and two levels of the same condition) × 20 scenes. Two levels of the same condition were included to equate the number of trials on which a change occurred with the number of trials on which a change did not occur, and were combined for the purpose of statistical analysis. The trials were presented in a random order generated independently for each participant. The entire session lasted approximately 40 min.

Results

Two measures of change detection performance, $A'$ and percentage correct, were analyzed. $A'$ is a nonparametric signal detection measure with a functional range of .5 (chance) to 1.0 (perfect sensitivity) (Grier, 1971). For each participant, $A'$ was calculated using the mean hit rate when the target changed and the mean false alarm rate when it did not. Because $A'$ corrects for potential differences in response bias in the percentage correct data, it forms the primary data for interpreting the results of these experiments.² We also report the percentage correct data. To provide a percentage correct measure that corrects, at least approximately, for response bias, we collapsed over
change trials (left–right orientation change or deletion) and no-change trials (same).

A’ analysis. Mean A’ as a function of consistency and change type is presented in Table 1. There was a main effect of consistency \[ F(1,23) = 19.78, MSe = 0.0033, p < .001 \], with better performance in the inconsistent condition (.822) than in the consistent condition (.770). There was also a reliable effect of change type \[ F(1,23) = 206.03, MSe = 0.0028, p < .001 \], with deletions detected better than orientation changes (.874 vs .719, respectively). Finally, consistency and change type interacted \[ F(1,23) = 14.27, MSe = 0.0016, p < .005 \]. This interaction was due to a larger inconsistent object advantage for left–right orientation changes (.083 difference) than for deletions (.022 difference), though both of these differences were reliable \[ F(1,23) = 21.12, MSe = 0.0039, p < .001 \] and \[ F(1,23) = 5.49, MSe = 0.001, p < .05 \] respectively.

Percentage correct analysis. Mean percentage correct performance as a function of consistency and change type is reported in Table 1. As in the A’ data, there was a reliable effect of consistency \[ F(1,23) = 22.02, MSe = 21.86, p < .001 \]; performance was better in the inconsistent condition (73.3%) than in the consistent condition (68.9%). In addition, there was a reliable effect of change condition \[ F(1,23) = 212.77, MSe = 32.72, p < .001 \], with better performance in the deletion condition (79.6%) than in the left–right orientation change condition (62.6%). As in the A’ data, there was a reliable interaction between consistency and change condition \[ F(1,23) = 8.20, MSe = 10.87, p < .005 \].

![Figure 2. Schematic illustration of a trial in Experiment 1.](image)

<table>
<thead>
<tr>
<th>Change Condition</th>
<th>Deletion</th>
<th>Orientation Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>A’ and % Correct</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consistent</td>
<td>.863 78.4</td>
<td>.677 59.4</td>
</tr>
<tr>
<td>Inconsistent</td>
<td>.885 80.9</td>
<td>.760 65.8</td>
</tr>
</tbody>
</table>

Table 1: Experiment 1: Mean A’ and Mean Percentage Correct (% Correct) as a Function of Target Object Consistency and Change Type
The advantage for inconsistent target objects was larger in the left–right orientation change condition (6.4% difference) than in the deletion condition (2.5% difference), though both of these differences were reliable \( F(1,23) = 24.46, MS_e = 20.13, p < .001, \) and \( F(1,23) = 6.20, MS_e = 12.60, p < .05, \) respectively.

**Discussion**

In Experiment 1, we replicated the inconsistent object change detection advantage found by Hollingworth and Henderson (2000). Changes to inconsistent target objects in scenes were detected more accurately than changes to consistent target objects. However, contrary to the prediction of the CSTM hypothesis, this effect was larger for visual changes (orientation change) than for changes that altered the semantic content of the scenes (deletion).

Before we proceed to test the next prediction of the CSTM hypothesis, a potential artifactual explanation for the inconsistent object advantage needs to be discussed. It is possible that the inconsistent object advantage is caused by strategic encoding of inconsistent objects. The participants might have developed such a strategy, either consciously or unconsciously, on the basis of the contingencies of the changes. Given that an inconsistent object was present in a scene, the inconsistent object changed on 50% of the trials (the other 50% were same trials). And, when an inconsistent object was present in a scene, a consistent object never changed. We have conducted an experiment to test the strategic coding hypothesis directly (Hollingworth & Henderson, 2000, Experiment 3). In that experiment, an inconsistent object was added to the scenes that contained the consistent targets, and a condition was included in which consistent distractors changed in the scenes that contained inconsistent targets. As a result, every scene contained an inconsistent object, but an inconsistent object was changed only 12.5% of the time, making a strategy of selectively encoding inconsistent objects suboptimal. Despite this design, change detection was clearly facilitated for the inconsistent targets over the consistent targets. Thus, the inconsistent object advantage does not appear to be caused by strategic encoding. In Experiment 2, trials were divided into two blocks as another test of the strategic encoding hypothesis. If the inconsistent object advantage arises because participants learn that inconsistent objects are more likely to change than consistent objects, the effect should be more pronounced in the second block of trials, after participants have had an opportunity to learn this relationship.

**EXPERIMENT 2**

Potter (1976) demonstrated that conceptual consolidation of a scene (i.e., the integration of conceptual codes within a structured scene representation and the transfer of this information from CSTM to a more stable memory store) requires approximately 400 msec. In Experiment 1, the pattern mask was presented for 400 msec, so that the total stimulus onset asynchrony (SOA) between initial and test scenes was 650 msec, presumably sufficient for consolidation. In Experiment 2, the pattern mask was presented either for 400 msec or for 30 msec. In the latter case, the SOA between initial and test scenes was only 280 msec. If the inconsistent object advantage arises from differential retention of conceptual codes, then that advantage should be larger when sufficient time is available to conceptually consolidate the initial scene before onset of the test scene. The change conditions in Experiment 2 were limited to the left–right orientation change and same conditions, because the orientation change condition produced the larger inconsistent object advantage in Experiment 1 and, thus, provided us with a better opportunity to observe an interaction between consistency and mask duration.

**Method**

**Participants.** Twenty-four Michigan State University undergraduate students participated. All the participants had normal or corrected-to-normal vision, were naïve with respect to the purposes of the research, and received partial credit for their participation. None of the participants had taken part in Experiment 1.

**Apparatus, Stimuli, and Procedure.** The apparatus, stimuli, and procedure were the same as in Experiment 1. The 160 trials were created by the within-participants factorial combination of 2 consistency conditions (consistent vs. inconsistent) \( \times 2 \) change conditions (left–right orientation change vs. same) \( \times 2 \) mask durations (30 msec vs. 400 msec) \( \times 20 \) scenes. The mask duration manipulation was blocked; half of the participants saw the 30-msec mask condition first, and half saw the 400-msec mask condition first.

**Results**

**A’ analysis.** Mean \( A’ \) as a function of consistency and mask duration is presented in Table 2. Block order did not produce a reliable effect \( (F < 1) \), nor did it interact with consistency \( [F(1,22) = 1.23, MS_e = 0.0111, p = .28] \); thus, the following analyses collapsed across the block order factor. There was a reliable main effect of consistency \( [F(1,23) = 9.73, MS_e = 0.0112, p < .005] \), with better performance in the inconsistent condition (.743) than in the consistent condition (.675). There was also a trend toward higher performance in the 30-msec mask condition (.735) than in the 400-msec mask condition (.683) \( [F(1,23) = 3.56, MS_e = 0.0183, p = .07] \). Mask duration and consistency did not interact \( (F < 1) \). The inconsistent object advantage was .073 in the 30-msec mask condition and .062 in the 400-msec mask condition.

**Table 2**

<table>
<thead>
<tr>
<th>Mask Duration</th>
<th>30 Msec</th>
<th>400 Msec</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A' )</td>
<td>% Correct</td>
<td>% Correct</td>
</tr>
<tr>
<td>Consistent</td>
<td>.699</td>
<td>.652</td>
</tr>
<tr>
<td></td>
<td>61.6</td>
<td>59.2</td>
</tr>
<tr>
<td>Inconsistent</td>
<td>.772</td>
<td>.714</td>
</tr>
<tr>
<td></td>
<td>66.7</td>
<td>64.1</td>
</tr>
</tbody>
</table>
In addition, we examined change detection performance as a function of the temporal order of the two blocks of trials, collapsing across mask duration. Change detection performance was significantly improved in the second block of trials ($A' = .748$) in comparison with the first ($A' = .657$) [$F(1,22) = 12.00, MS_e = 0.0124, p < .005$]. Critically, however, the inconsistent object advantage was numerically larger in the first block of trials ($A' = .998$) than in the second ($A' = .037$), though the interaction between block and consistency failed to reach significance [$F(1,22) = 2.00, MS_e = 0.0109, p = .17$].

**Percentage correct analysis.** Mean percentage correct as a function of consistency and mask duration is shown in Table 2. As in the $A'$ data, there was a reliable effect of consistency [$F(1,23) = 14.34, MS_e = 83.70, p < .005$]. We again observed better performance in the inconsistent condition (65.4%) than in the consistent condition (60.4%). There was no main effect of mask duration [$F(1,23) = 2.01, MS_e = 149.5, p = .17$] and no interaction between mask duration and consistency ($F < 1$). The inconsistent object advantage was 5.1% in the 30-msec mask condition and 4.9% in the 400-msec mask condition.

An examination of the effect of temporal order of blocks revealed that change detection performance was significantly improved in the second block of trials (65.2%) in comparison with the first (60.6%) [$F(1,22) = 9.13, MS_e = 110.4, p < .01$]. The inconsistent object advantage was numerically larger in the first block of trials (6.35%) than in the second (2.81%), though the interaction between block and consistency failed to reach significance [$F(1,22) = 1.60, MS_e = 94.27, p = .22$].

**Discussion.** In Experiment 2, the duration of the pattern mask presented between the initial and test scenes was varied. However, there was no evidence that this manipulation influenced the size of the inconsistent object advantage. That advantage was just as large in the 30-msec mask condition, when less time was available for conceptual consolidation, as in the 400-msec mask condition, when more time was available for conceptual consolidation, and the numerical trend was toward a larger inconsistent object advantage in the 30-msec mask condition. Thus, this experiment does not provide support for the CSTM hypothesis.

In addition, there was a trend toward a larger inconsistent object advantage in the first block of trials than in the second. This result provides strong converging evidence against the possibility that the inconsistent object advantage results from participants learning the relationship between object consistency and probability of change. One potential explanation for the reduction of the inconsistent object advantage in the second half of the experiment is that for certain scene items, participants may have learned the position at which the target would appear. Changes to subsequent targets in those scenes could be detected accurately in both consistency conditions by a covert shift of attention to the critical location prior to the change. Such a strategy would raise overall performance with scene repetition but would reduce the size of the inconsistent object advantage through item-specific ceiling effects.

**EXPERIMENT 3**

To provide a final test of the CSTM hypothesis, we manipulated the type of mask appearing between the initial and test scenes. In this experiment, either a pattern mask or a conceptual mask (i.e., an image of a different scene type) was presented for 250 msec between presentation of the initial scene and that of the test scene. Potter (1976) demonstrated that presenting two different scenes in quick succession disrupts the conceptual analysis of the first. If the inconsistent object advantage derives from differential retention of conceptual codes, then the presentation of a conceptual mask between the initial and test scenes should interfere with conceptual processing, and thus should eliminate or attenuate the inconsistent object advantage. As in Experiment 2, the change conditions were limited to left–right orientation change and same conditions.

**Method.**

**Participants.** Twenty-four Michigan State University undergraduate students participated. All the participants had normal or corrected-to-normal vision, were naive with respect to the purposes of the research, and received partial credit for their participation. None had taken part in Experiment 1 or 2.

**Stimuli.** The initial and test scene stimuli were the same as in Experiments 1 and 2. Intraub (1984) demonstrated that using the same conceptual mask on each trial did not produce significant conceptual interference. Thus, for the conceptual mask condition, 10 different additional line drawings of scenes were created. Each additional scene was used as a conceptual mask for two of the original experimental scenes. Assignment of conceptual mask scenes to experimental scenes was determined randomly. None of the conceptual mask scenes was of the same conceptual type as an experimental scene.

**Apparatus and Procedure.** The apparatus was the same as in Experiments 1 and 2. A 250-msec mask was used to ensure that the participants could process the conceptual content of the conceptual mask. The 160 experimental trials were created by the within-participants factorial combination of 2 consistency conditions (consistent vs. inconsistent) × 2 change conditions (left–right orientation change vs. same) × 2 mask types (pattern vs. conceptual) × 20 scenes.

**Results.**

**A’ analysis.** Mean $A'$ as a function of consistency and mask type is presented in Table 3. There was a reliable main effect of consistency [$F(1,23) = 5.45, MS_e = 0.0057, p < .05$], with an advantage for inconsistent targets (.728) in comparison with consistent targets (.682). There was also a main effect of mask type [$F(1,23) = 13.11, MS_e = 0.089, p < .005$], with better performance in the pattern mask condition (.740) than in the conceptual mask condition (.670). There was no interaction between mask type and consistency ($F < 1$). The inconsistent object advantage was .032 in the pattern mask condition and .060 in the conceptual mask condition.

**Percentage correct analysis.** Mean percentage correct as a function of consistency and mask type is shown in
Table 3. As in the $A'$ data, there was a reliable effect of consistency [$F(1,23) = 7.99, MS_e = 91.66, p < .01$]. We again observed better performance in the inconsistent condition (63.9%) than in the consistent condition (60.1%). There was also a main effect of mask type [$F(1,23) = 8.25, MS_e = 84.10, p < .01$], with better performance in the pattern mask condition (63.9%) than in the conceptual mask condition (60.0%). However, there was no interaction between mask type and consistency ($F < 1$). The inconsistent object advantage was 3.1% in the pattern mask condition and 4.7% in the conceptual mask condition.

Discussion

The presentation of a conceptual mask between the initial and test scenes was disruptive: Change detection performance was reliably worse in the conceptual mask condition in comparison with the pattern mask condition. However, there was no interaction between mask type and consistency. In fact, the inconsistent object advantage was larger for the conceptual mask than for the pattern mask, though not reliably so. Thus, the results of this experiment fail to provide support for the CSTM hypothesis.

GENERAL DISCUSSION

In this study, we tested whether the inconsistent object change detection advantage can be explained by the differential retention of conceptual codes generated from a brief view of a scene. According to this CSTM hypothesis, conceptual codes for inconsistent objects receive priority when integrated with stored scene knowledge, and thus are more likely to be included in the evolving scene representation. None of the three experiments provided support for this hypothesis. In Experiment 1, changes that altered the conceptual content of the scene (deletion) did not exhibit a larger inconsistent object advantage than changes that did not alter conceptual content (orientation change). In Experiment 2, the inconsistent object advantage was no larger when ample time was provided for conceptual consolidation (400-msec mask) than when potentially insufficient time was available for consolidation (30-msec mask). In Experiment 3, the presentation of a conceptual mask between scenes should have disrupted conceptual processing of the initial scene relative to the presentation of a meaningless pattern mask (Potter, 1976). Although the conceptual mask did reduce detection performance in comparison with a pattern mask, it did not reduce the size of the inconsistent object advantage. The present experiments had sufficient sensitivity to observe modulations of the inconsistent object advantage, since that advantage was significantly larger for orientation changes than for deletions (Experiment 1). Thus, these results converge on the conclusion that the inconsistent object change detection advantage does not derive from differential conceptual processing during the short-term retention of scene information.

Before we discuss our preferred explanation for the inconsistent object advantage in terms of differential memory for visual object representations, it is necessary to eliminate one final alternative explanation. According to the criterion modulation hypothesis (Friedman, 1979; Palmer, 1975), the criterion for determining a match between the long-term memory representation of a consistent object type and current perceptual information is lowered for consistent objects. Thus, objects that are consistent with a scene should be identified more easily than inconsistent objects, since less perceptual information will need to be encoded to reach the identification threshold (Friedman, 1979; Masson, 1991; see also Johnston & Hawley, 1994). A criterion modulation model could produce the inconsistent object advantage in this study, under the additional assumption that perceptual analysis continues only until the criterion is reached and a match is found. More time will be required for inconsistent objects to reach criterion, and so more time will be devoted to constructing perceptual descriptions for those objects. Because a more completely elaborated object description would result when an object is inconsistent with its scene than when it is consistent, change detection based on a perceptual description would be facilitated for those objects, producing the inconsistent object advantage. The criterion modulation hypothesis predicts not only better encoding of perceptual detail for inconsistent objects, but also an advantage for the type-level identification of consistent objects. In other words, more perceptual detail will be encoded for an inconsistent object as a direct result of the fact that it is more difficult to identify. However, we have already demonstrated (using a similar set of stimuli) that when response bias is eliminated from object detection paradigms, there is no evidence that type-level identification is facilitated for consistent objects (Hollingworth & Henderson, 1998, 1999). Thus, the criterion modulation hypothesis cannot account for the inconsistent object advantage.

The failure of the CSTM hypothesis makes it likely that the inconsistent object advantage is caused by differential memory for visual object representations. Two strands of evidence directly support a visual locus for the inconsistent object advantage. First, the inconsistent object advantage has been observed in paradigms that require visual representation (such as orientation or token change detection). Second, Experiment 1 demonstrated that the
inconsistent object advantage was actually larger for visual changes (orientation change) than for changes that did not require visual memory (deletion). Taken together, these data point toward a visual explanation. Thus, although scene context does not influence the initial identification of visual objects (Hollingworth & Henderson, 1998, 1999), it does appear to influence short-term memory for visual object representations. In other words, although perceptual identification appears to be functionally isolated from knowledge of typical scene composition, this isolation does not extend to visual memory.

The present evidence of context effects in visual memory corresponds to that of other recent studies demonstrating that VSTM is sensitive to contextual factors. First, VSTM for simple objects is influenced by the presence or absence of contextual elements. Jiang, Olson, and Chun (2000) presented an initial array of colored squares, followed by a short interstimulus interval and a test image in which a single target object either changed color or remained the same. This target object was presented in the test image either alone or within the original context of the other array objects. Change detection performance was more accurate when the context was maintained from study to test. In addition, recent studies on the inhibition of return phenomenon have demonstrated that short-term memory for object position is also context dependent. Signature effects of inhibition of return, such as slower perceptual judgments at previously attended locations (Posner & Cohen, 1984) or increased saccade latencies to previously attended objects (Abrams & Dobkin, 1994), are found only when the original context remains visible (Klein & MacInnes, 1999; Takeda & Yagi, 2000). Second, the spatial configuration and visual properties of contextual elements also influence short-term memory for objects. Jiang et al. found that the detection of changes to single objects was reduced when the spatial configuration of contextual objects or the color of those objects was changed. These results demonstrate that physical properties of the context influence short-term memory for visual object information.

Recent studies have demonstrated that participants can quite rapidly learn statistical regularities within complex arrays of visual objects, forming the type of scene-level visual representation that could potentially produce context effects on visual memory (Chun & Jiang, 1998, 1999; Fiser & Aslin, 2001). Chun and Jiang (1998) manipulated the spatial context of distractors in a repeated search task and found that target detection was speeded when the target was embedded within a repeated distractor configuration in comparison with a novel configuration of the same distractors. In addition, Chun and Jiang (1999) demonstrated that participants can also learn the co-occurrence relationships between different visual shapes in complex arrays. Such learning appears to allow participants to predict the presence or position of an object that has been consistently presented within a particular context. It is therefore possible that such learning during people’s everyday experience with common environments leads to the formation of visual memory representations coding the co-occurrence relationship between scenes and particular objects as well as the spatial relationships between constituent objects (Chun, 2000).

Although this is a promising hypothesis for the source of scene context effects such as the inconsistent object advantage, the generalization from learning of abstract arrays in the Chun and Jiang (1998, 1999) studies to learning of statistical regularities within real-world scenes is not simple. In the Chun and Jiang studies, the repeated contexts perfectly predicted a target attribute. Such perfect (or at least nearly perfect) correlations may be found in repeated encounters with a particular scene token (the objects in one’s office and the arrangement of those objects may not change much from one encounter to the next), but there is a much lower correlation between a scene type (offices in general) and any particular object (see Henderson, 1992). Consider the class of office scenes. Although a three-hole punch may be perfectly consistent within an office (and much more likely to be found in an office than in any other scene), a three-hole punch is actually fairly unlikely to be visible within any particular office. Office scenes as a class place even less constraint on the spatial relationships between objects: Pens and staplers may both typically appear on top of a desk, but the spatial relationship between a pen and a stapler is only loosely constrained at best. If visual statistical learning is to explain influences of general scene knowledge on visual object processing (Chun, 2000), then further evidence will be required to demonstrate that real-world scenes contain sufficient statistical regularity and that the human visual system is sensitive to that regularity.

Finally, if the inconsistent object advantage derives from differential availability of visual object representations, what mechanisms account for this difference in memory? In the long-term memory literature, researchers have generally concluded that the inconsistent object advantage derives from differences in initial encoding into memory: Inconsistent objects are more likely to be attended and/or are attended longer, and thus more accurate visual information is encoded from them (Friedman, 1979; Pedezek et al., 1989). An explanation in terms of initial encoding may account, in part, for the inconsistent object advantage, but such an explanation cannot account for the full range of effects. In the free-viewing paradigms of Hollingworth et al. (2001) and Friedman, inconsistent objects were fixated longer than consistent objects during study, suggesting that the inconsistent object advantage might derive from differences in attentional selection and initial memory encoding. However, in both these studies, a robust inconsistent object advantage remained when fixation time was controlled, demonstrating that context also influenced postencoding processes, such as the retention or retrieval of visual object information.

Experiments such as those of the present study, in which the initial scene is presented for 250 msec or less (Hollingworth & Henderson, 1998, 1999, 2000), do not allow for differential selection by means of eye move-
ments. It is possible that attention was oriented covertly to inconsistent objects during the brief scene presentation, but initial evidence does not provide support for this hypothesis. We (Hollingworth & Henderson, unpublished data) conducted two experiments designed to examine the covert allocation of attention as a function of object consistency. In the first, a scene was presented for 300 msec, and participants then made a speeded discrimination judgment for a probe symbol ("%" or "}") that appeared either in the position of a consistent object or in the position of an inconsistent object. In the second, a consistent or inconsistent object shifted slightly either up or down after 250 msec of viewing, and participants reported the direction of movement. If inconsistent objects attract or hold attention covertly, then perceptual judgments about those objects (shift in position) or at those object locations (symbol discrimination) should be facilitated, yet they were not. Null effects of consistency were observed in both experiments, each with sufficient power to detect an RT effect of less than 12 msec. Finally, the fact that inconsistent objects do not attract the eyes during free viewing (Henderson et al., 1999, using a set of stimuli similar to those used in the present study) suggests that inconsistent objects do not attract attention, given strong evidence that attention and eye movements are functionally controlled during free viewing (see, e.g., Hoffman & Subramaniam, 1995; Shepherd, Findlay, & Hockey, 1986; Theeuwes, Kramer, Hahn, & Irwin, 1998). These results do not eliminate the possibility that differences in attentional allocation contribute to the inconsistent object advantage, but they suggest that it may be fruitful to explore other possible explanations, such as differences in the retention or retrieval of visual object representations.

In summary, in this study converging evidence from three manipulations was used to test a CSTM explanation for the inconsistent object change detection advantage in real-world scenes. Contrary to that explanation, it was found that the advantage was larger for visual than for conceptual changes, was unaffected by the duration of an intervening mask that appeared between presentation of an original scene and a changed scene and similarly was unaffected by the conceptual status of the intervening mask. Together, the results suggest that the locus of the inconsistent object advantage is more likely to be found in visual memory.
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NOTES

1. We use the terms VSTM and CSTM to distinguish between the format and the content of representation (visual as opposed to conceptual).

We consider both hypotheses neutral with regard to whether short-term retention constitutes a separate memory store from long-term memory. In the visual domain, the format and content of VSTM is clearly different from early forms of iconic retention (see Irwin, 1992, for a review); it is in comparison with iconic memory that VSTM is defined as a different memory system. However, virtually no work has been conducted to investigate whether VSTM retention is different in format or content from visual representations retained over the long term, though existing evidence suggests that retention over the two time scales is supported by similar forms of representation (see Hollingworth, 2003, for further discussion). The fact that the inconsistent object advantage appears both in short- and long-term memory paradigms also suggests a close relationship between short- and long-term visual retention. Given these considerations, we use short-term to refer only to the temporal characteristics of the task.

2. For above-chance performance, $A'$ was calculated as specified by Grier (1971):

$$A' = \frac{1}{2} + \frac{(y - x)(1 + y - x)}{4y(1 - x)}$$

where $y$ is the hit rate and $x$ the false alarm rate. In the few cases in which a participant performed below chance in a particular condition, $A'$ was calculated using the below-chance equation developed by Aaronson and Watts (1987):

$$A' = \frac{1}{2} - \frac{(x - y)(1 + x - y)}{4x(1 - y)}$$
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